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We used high-resolution scanning tunneling spectroscopy to study the hole-doped iron pnictide

superconductor Ba0:6K0:4Fe2As2 (Tc ¼ 38 K). Features of a bosonic excitation (mode) are observed in

the measured quasiparticle density of states. The bosonic features are intimately associated with the

superconducting order parameter and have a mode energy of �14 meV, similar to the spin resonance

measured by inelastic neutron scattering. These results indicate a strong electron-spin excitation coupling

in iron pnictide superconductors, similar to that in high-Tc copper oxide superconductors.
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In conventional superconductors, the electron-phonon
interaction responsible for electron pairing and supercon-
ductivity was unequivocally established by tunneling and
neutron scattering experiments, where dips in the second
derivative of the tunneling current d2I=dV2 correspond to
phonon modes observed by inelastic neutron scattering
experiments [1–3]. To obtain the equivalent information
for high-transition temperature (high-Tc) superconductors,
it is important to identify the electron-boson coupling [4]
and its connections to superconductivity. For bosonic
‘‘pairing glue’’ mediated superconductors, the ‘‘glue’’
may arise from the usual electron-phonon interactions [5]
or the exchange of particle-hole spin fluctuations charac-
terized by the imaginary part of the dynamic susceptibility,
�00ðQ;!Þ, which is seen in inelastic magnetic neutron
scattering measurements [6–9]. For electron-doped
high-Tc copper oxide superconductors, tunneling experi-
ments using scanning tunneling microscopy on
Pr0:88LaCe0:12CuO4 have identified a bosonic excitation
at an energy (10.5 meV) consistent with the neutron spin
resonance [10–12], thus providing evidence that spin
fluctuations mediate superconductivity [13]. The spin reso-
nance mode has also been observed in tunneling experi-
ments of hole-doped copper oxide superconductors [14–
16], and quantitative analysis suggested that quasiparticle
interactions with this mode are important for superconduc-
tivity. In the case of iron-based superconductors [17–22],
spin fluctuations have been suggested to be responsible for
superconductivity through sign reversed quasiparticle ex-
citations between the isotropic hole pockets near � and
electron pockets near M [23] (the so-called s�-wave).
Although the discovery of a neutron spin resonance in
optimally hole-doped BaFe2As2 [24,25] and a bosonic
structure in scanning tunneling spectroscopy (STS) of
SmFeAsO1�xFx [26] are consistent with spin fluctuation

mediated s�-wave superconductivity, these measurements
were carried out on different classes of materials.
Therefore, there is no direct experimental evidence con-
necting neutron spin resonance to the bosonic features in
STS of the same material.
In this Letter, we report high-resolution STS studies of

the optimally hole-doped iron-based high-Tc superconduc-
tor Ba0:6K0:4Fe2As2 (Tc ¼ 38 K). We found that the
second derivative of the tunneling current d2I=dV2 shows
clear high-bias (eV> �) features at energies of�14 meV,
in good agreement with the neutron spin resonance mode
[24,25]. The ratio of the mode energy and superconducting
gap suggests that the resonance mode is a magnetic exciton
as observed in copper oxide superconductors, indi-
cating that spin fluctuations are important for high-Tc

superconductivity.
The nearly optimally doped Ba0:6K0:4Fe2As2 (Tc ¼

38 K) single crystals studied here were grown with the
self-flux method [27]. The spatially resolved tunneling
experiments were carried out on a low-temperature scan-
ning tunneling microscope that was constructed in house
[28,29]. A single crystalline sample was cold-cleaved
in situ and then immediately inserted into the microscope,
which had been maintained at the desired temperature.
Figure 1(a) shows typical tunneling spectra (dI=dV vs.

V) at temperatures below and above Tc. At T ¼ 3:5 K,
there were two sharp coherence peaks accompanied by
zero conductance around zero bias voltage, indicating a
superconducting gap. Upon warming up to T ¼ 40 K, the
coherence peaks disappeared and the spectrum became
featureless. More features can be seen in the spectrum
shown in Fig. 1(b), which is an average over a 16:7 nm�
8:4 nm region measured at 2.1 K. As indicated by the gray
vertical lines, in addition to a larger gap of 8.4 meV, a
smaller gap of 3.5 meV appears as kinks on the spectrum.
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The two superconducting gaps are also distinguished in the
second derivative of the tunneling current as shown in
Fig. 1(c). This two-gap structure can be fitted very well
to the BCS theory by combining the spectral contributions
from the two superconducting gaps as shown in Fig. 1(b),
in good agreement with our previous measurements
[28,29]. In general, STS detects the integrated quasipar-
ticle density of states (DOS) over all Fermi surfaces with a
momentum-dependent spectral weight. For a real tunneling
process, the spectral weight contribution from certain mo-
mentum directions may dominate depending on the tun-
neling matrix element and the possible scattering from the
surface layer [30]. This is why, for iron-based supercon-
ductors, only one gap can be detected on some surfaces
[26,31–34], whereas multiple gaps can be observed on
other surfaces [28,29,35].

Beyond previous measurements [28,29], the most inter-
esting finding here is a hump-dip structure located outside
the coherence peaks, as indicated by black arrows in
Fig. 1(b). In previous work [29], our studied energy win-
dow was limited to �20 meV to avoid possible distur-
bance of higher voltage to the tunnel junctions. In that
case, only the initial part of the hump-dip structure could
be seen (see Figs. 2,4 in Ref. [29]). For superconductors

with a clean superconducting DOS, one should observe
such fine structures in the tunneling spectra [36]. As
shown in Fig. 1(b), the hump-dip structure is beyond
weak-coupling BCS theory, but it is similar to the DOS
feature of conventional strong-coupling superconductors.
Figure 1(d) shows the second derivative of the tunneling
current (d2I=dV2 vs. V) of Pb, where only the positive-bias
part is plotted for clarity. By comparing to the BCS curve
(in green), one can see two dips ascribed to the peaks in the
phonon density of states Fð!Þ (phonon modes) following
Eliashberg strong-coupling theory [Fig. 1(e)] [37,38].
High-bias features in tunneling spectra were also observed
in copper oxide superconductors [10,14], which were as-
cribed to a strong electronic coupling to spin resonance
modes both by qualitative analyses [10,12,14] and quanti-
tative Eliashberg calculations [15,16]. The d2I=dV2 vs. V
curve obtained for Ba0:6K0:4Fe2As2 also shows a distinct
dip at the bias voltage (and a peak at corresponding nega-
tive bias) well above the gap edge as shown in Fig. 1(c).
From Figs. 1(a)–1(c), we see that this high-bias feature is
weaker at negative bias than that at positive bias.
Analogous to that of Pb and copper oxides superconduc-
tors, the dip shown in Fig. 1(c) in Ba0:6K0:4Fe2As2 may be
related to some bosonic modes.
Figure 2(a) shows a series of tunneling spectra recorded

along a line with an interval of 5.4 Å, indicating more
homogeneous electronic states than those of copper oxide
superconductors [39]. We present in Fig. 2(b) the statistics

FIG. 1 (color online). (a) Typical tunneling spectra measured
below (black) and above (red) Tc. (b) Normalized spectrum
averaged over an area of 16:7 nm� 8:4 nm. The features of
two superconducting gaps are indicated by gray vertical lines.
Black arrows indicate the hump-dip structures mentioned in the
text, and the green line is a fit to two-gap weak-coupling BCS
theory. Spectra were taken with a fixed junction resistance of
0:25 G�. (c) Second derivative of the tunneling current calcu-
lated from the data presented in (b). The green line is a BCS
calculation. (d) The black curve is the relationship between
d2I=dV2 vs. (eV��) obtained on a conventional strong-
coupling superconductor Pb in an energy window outside the
superconducting gap � [3]. The green line is a BCS curve. (e)
Electron-phonon spectral function of Pb [3].

FIG. 2 (color online). (a) Spatially-resolved tunneling spectra
recorded along a line of 16.7 nm on the cleaved surface of a
single crystal of Ba0:6K0:4Fe2As2. (b) A histogram of the occur-
rences of the larger gap � (red) and the dip Edip (black), which

were observed in the same region mentioned in Fig. 1. (c)
Schematic diagram of the Fermi surface pockets of
Ba0:6K0:4Fe2As2 (�-hole and �-hole pockets centered at � point
and electron pocket around M point). The black arrow indicates
the nesting vector between the �-hole pocket and the electron
pocket.
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of the larger superconducting gap (�) around 8.4 meV
mentioned above and the dip energy (Edip) determined

from a high-resolution d2I=dV2 map of the 16:7 nm�
8:4 nm region. In the superconducting state of a strong-
coupling superconductor, a bosonic mode will appear in
tunneling spectra at an energy offset by the gap; i.e.,
� ¼ Edip � � in which � is the mode energy. In this

way, we found a mode energy of� � 14 meV connecting
the larger gap around 8.4 meV mentioned above and the
dip indicated in Fig. 1(c). For all studied regions, � was
approximately 13–14 meV, which is very close to the
energy of the neutron spin resonance mode of ! �
14 meV as measured by neutron scattering both in poly-
crystalline Ba0:6K0:4Fe2As2 [24] and in single crystalline
Ba0:67K0:33Fe2As2 [25]. On the other hand, compared with
angle resolved photoemission (ARPES) data [40,41], the
gap around 8.4 meVobserved here stems mostly from the
inner hole pocket in momentum space as indicated by � in
Fig. 2(c). In fact, ARPES data show that the electron Fermi
surface centered at theM point also has a gap with a similar
magnitude to that of the � pocket. However, because the
tunneling rate along the z axis is suppressed with increas-
ing in-plane momentum [42], the STS measurements pre-
sented here are more sensitive to states near the � point. We
note that the neutron spin resonance was observed at the
nesting vector between the � pocket and the electron
pocket, and the mode energy derived from the tunneling
data is also related to the nested Fermi pockets. This gives
further evidence that the mode observed here may originate
from the neutron spin resonance mode, similar to the case
of copper oxide superconductors [10,12,14–16].

For a weak-coupling BCS superconductor, the pairing
strength (4 ) is assumed to be a real constant. For a strong-
coupling superconductor, a complex and strongly energy-
dependent gap function [4 ðEÞ] is induced by a realistic
electron-boson interaction, which is responsible for the fine
features of the bosonic excitations in the tunneling spectra.
To test the relationship between the bosonic features and
the superconducting order parameter from the STS data,
we studied the temperature and local impurity dependen-
cies of the tunneling spectra. As shown in Fig. 3(a), the
bosonic-excitation feature in the spectra became weak with
increasing temperature and vanished near Tc. Furthermore,
local impurities could also smear the feature as seen in the
spatially-resolved STS measurements. Figure 3(b) shows
the spectra measured along the trajectory of a 4-nm line
crossing a single impurity. It is obvious that when the
impurity states (behaving as a low-energy DOS peak)
appear and hence the superconducting order is suppressed,
the bosonic-excitation feature fades out. These data pro-
vide strong evidence that the bosonic mode is related to
superconductivity.

Although the observed bosonic mode is consistent with
the spin excitations in Ba0:6K0:4Fe2As2, one must also
consider phonon contributions. Experimentally, the

phonon density of states of BaFe2As2 measured by neutron
scattering shows a clear peak near 12 meV that has been
identified as mostly arising from Ba vibrations [43,44].
Upon K doping to Ba0:73K0:27Fe2As2, the phonon modes
near E ¼ 10–15 meV soften and broaden, but do not dis-
play any anomaly across the superconducting transition
temperature Tc [45]. The bosonic mode observed in our
STS study has a close relationship with superconductivity
and thus could not be the Ba-phonon modes that are not
related to superconductivity. Moreover, the phonon modes
related to the Fe-As layer have an energy scale of approxi-
mately 32 meV [43,44], which is much higher than the
energy of the bosonic mode observed here. In addition,
ARPES data indicate that only some bands show signature
of the mode around 13 meV, which is a strong argument
against a phononic origin (Ref. [46]).
Figures 4(a) and 4(b) show spatial distributions of the

superconducting gap and spin-excitation mode energy (�),
respectively (the figures are plotted in the same way as that
in Ref. [47]). The similar patterns of the�map and�map
indicate that � is locally anticorrelated with � [note that
the color bar is reversed in Fig. 4(b)]. This phenomenon is
universal for all the regions observed here. The strong local
anticorrelation suggests that the bosonic mode observed
here is an electronic excitation with an intrinsic origin
rather than a phonon mode or other extrinsic inelastic
excitation unrelated to superconductivity.
It should be emphasized that the anticorrelation is local

with a characteristic length of less than 2 nm and does not
indicate an anticorrelation between bulk superconductivity
(Tc or bulk-averaged superconducting gap) and bulk-
averaged spin-excitation energy. Such local anticorrelation
is not accidental and has been observed in electron-doped

FIG. 3 (color online). (a) Temperature dependence of averaged
tunneling spectra. (b) Spatial dependence of tunneling spectra
taken along a line cutting through a local impurity, indicating the
close relationship between the strength of the hump-dip structure
and the superconducting order parameter.
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copper oxide superconductors [10,12]. In addition, in
these electron-doped cuprates, direct correlation between
bulk superconductivity and bulk-averaged spin-excitation
energy was observed simultaneously [12]. This is consis-
tent with the data from break junction tunneling obtained
on hole-doped copper oxide superconductors
Bi2Sr2CaCu2O8þ� (Bi2212) [14], in which a high-bias
feature in the tunneling spectrum was also ascribed to the
resonance spin excitation [14]. Furthermore, a quantitative
Eliashberg analysis of the Bi2212 data was done to extract
the electron-boson spectral function, �2Fð!Þ, suggesting a
narrow boson spectrum as paring glue [15,16], consistent
with the results of optical conductivity [9]. This encour-
ages us to relate the observed single dip in the spectrum of
d2I=dV2 vs. V to a single, strong peak in �2Fð!Þ. More
interestingly, the ratio of �=2� is always less than 1 for
both hole-doped copper oxides and their electron-doped
counterparts [10,14,48], consistent with a magnetic exciton
in the spin-fermion type models [8,49]. This is very similar
to our data with�=2� below 1 for a statistically significant
fraction as shown in Fig. 4(c). Moreover, in the framework
of a four-band Eliashberg model, a combined description
of the specific heat and far-infrared optical conductivity of
optimally doped Ba0:68K0:32Fe2As2 clearly requires the

spectrum of the mediating boson to be centered around
13 meV (Refs. [50,51]) in full agreement with the present
work. At present, a quantitative Eliashberg analysis of the
tunneling data for iron-based superconductors is difficult to
carry out due to the multiband nature of these materials.
Nevertheless, the observation of a strong coupling between
the spin resonance and electron tunneling spectra in both
the iron- and copper-based superconductors, in spite of
their dramatically different parent compounds (semimetals
for iron-based superconductors and Mott insulators for
copper oxide superconductors), suggests that electron-
spin coupling is an important general feature of these
materials.
In summary, we have discovered a bosonic excitation in

the spatially-resolved tunneling spectra of the hole-doped
iron-based superconductor Ba0:6K0:4Fe2As2. This mode
occurs near 14 meV and has a close relationship with the
superconducting order parameter. Because the mode en-
ergy is very close to the neutron spin resonance, we argue
that the resonance must arise from quasiparticle excitations
between the inner �-hole pocket and the electron pocket.
This spin resonance mode is similar to that observed in
copper oxide superconductors, supporting the idea that the
spin fluctuation mechanism may be a generic characteristic
of high-Tc superconductors.
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