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Understanding magnetic interactions in the parent compounds of high-temperature superconductors
forms the basis for determining their role for the mechanism of superconductivity. For parent compounds of
iron pnictide superconductors such as AFe2As2 (A ¼ Ba, Ca, Sr), although spin excitations have been
mapped out throughout the entire Brillouin zone, the respective measurements were carried out on twinned
samples and did not allow for a conclusive determination of the spin dynamics. Here we use inelastic
neutron scattering to completely map out spin excitations of ∼100% detwinned BaFe2As2. By comparing
observed spectra with theoretical calculations, we conclude that the spin excitations can be well described
by an itinerant model when taking into account moderate electronic correlation effects.
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It is well known that high-temperature superconductivity
in copper oxides and iron pnictides arises from electron and
hole doping of their antiferromagnetically ordered parent
compounds [1–4]. Since magnetism is believed to be
important for superconductivity of these materials [1–6],
it is therefore crucial to determine the magnetic interactions
in the parent compounds in order to understand their
evolution as a function of electron or hole doping. For
insulating antiferromagnetic (AF) copper oxides such as
La2CuO4, spin waves can be well described by a local-
moment Heisenberg Hamiltonian [7,8]. In the case of
metallic iron pnictides such as AFe2As2 (A ¼ Ba, Ca,
Sr), a parent of iron-based superconductors, the material
exhibits a tetragonal-to-orthorhombic structural transition
at Ts and forms twin domains before ordering antiferro-
magnetically at TN (Ts ≥ TN) [9,10]. Although spin waves
throughout the Brillouin zone (BZ) have been mapped out
on twinned samples, they do not allow a conclusive
determination of the intrinsic magnetic exchange inter-
actions and the origin of magnetism due to complication of
the twin domain, which mixes spin waves from the twin
domains at the same position in reciprocal space [4,11–14].
In this Letter, we report inelastic neutron scattering

measurements of spin excitations in uniaxial-strain det-
winned BaFe2As2 [15–18]. In the unstrained state,
BaFe2As2 undergoes a nearly simultaneous structural
and magnetic phase transition at Ts ≈ TN ≈ 138 K from
a paramagnetic tetragonal state to an AF orthorhombic state

[9,10]. Below TN, BaFe2As2 exhibits a collinear AF order
[Fig. 1(a)], with an in-plane magnetic wave vector QAF ¼
ð1; 0Þ [Fig. 1(b)] [9]. Because of the twinning effect,
magnetic Bragg peaks appear at both QAF ¼ ð�1; 0Þ and
ð0;�1Þ. Therefore, spin waves on twinned BaFe2As2 stem
from both the QAF ¼ ð�1; 0Þ and ð0;�1Þ positions, and
are fourfold symmetric [11–14]. Although spin waves from
twinned samples were described by a local-moment
Heisenberg Hamiltonian with effective exchange couplings
J1a, J1b, and J2 [Fig. 1(a)] [11,13], one can hardly justify
the assumption that magnetic excitations will be absent at
ð0;�1Þ up to the (magnetic) band top in this itinerant
system. On the other hand, spin waves from the twin
domains overlap at energies close to the band top and
therefore make it difficult to determine if a local-moment
Heisenberg Hamiltonian can faithfully describe the intrin-
sic spin-wave spectra of a detwinned sample.
To resolve this problem and completely determine the

intrinsic spin-wave spectra of detwinned BaFe2As2, we
carried out inelastic neutron scattering measurements on
an assembly of mechanically detwinned BaFe2As2 single
crystals, with pressure ranging from 12–22 MPa [19]. Our
measurements were carried out at the MERLIN time-of-
flight neutron-scattering spectrometer at the ISIS Facility,
RutherfordAppletonLaboratory. The sample setwas aligned
with the c axis along the incident beam (kikc) direction.
Figures 1(c)–1(e) summarize the key results obtained

from our measurements of the spin waves. In a completely
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detwinned sample, the magnetic unit cell in real space and
its corresponding BZ in reciprocal space are plotted as pink
regions in Figs. 1(a) and 1(b), respectively. Low-energy
spin waves from the collinear AF order in Fig. 1(a) should
stem from ð�1; KÞ with K ¼ 0, �2 positions in reciprocal
space [Fig. 1(b)] [17]. The red and blue data points in
Fig. 1(c) show spin-wave dispersions from detwinned
BaFe2As2 along the ½H; 0� and ½1; K� directions, respec-
tively. The black solid lines are dispersion curves along the
same two directions from the J1a-J1b-J2 Heisenberg
Hamiltonian describing spin-wave dispersions of twinned
BaFe2As2 [13]. We see that the dispersion for detwinned
BaFe2As2 agrees well with results from the Heisenberg fit
to the twinned sample, confirming that the uniaxial
pressure used to detwin the samples does not affect the
magnetic interactions [25].
To further test if theHeisenbergHamiltonian [13] can also

describe the spin excitations of detwinned BaFe2As2, we
consider the energy dependence of the local dynamic
susceptibility, defined as χ00ðEÞ¼R

BZχ
00ðQ;EÞdQ=

R
BZdQ,

where χ00ðQ; EÞ is thewavevector and energy dependence of
the imaginary part of the dynamic susceptibility within a
BZ [pink rectangle or black diamond in Fig. 1(b)] [4], at the
(1,0) (denoted by χ001) and (0,1) (denoted by χ

00
2)wavevectors.

For twinned BaFe2As2, χ001ðEÞ equals χ002ðEÞ at all energies,
and spin waves exhibit C4 rotational symmetry [13]. The
green diamonds and red squares in Fig. 1(d) show the
measured χ001ðEÞ and χ002ðEÞ in a detwinned BaFe2As2,
respectively. In the present study, χ00ðQ; EÞ is calibrated
using a standard vanadium sample. The averaged χ00ðEÞ ¼
½χ001ðEÞ þ χ002ðEÞ�=2 shows the same energy dependence as
that for a twinned sample [13], with approximately the same
intensity (within the ∼30% error of the absolute intensity
calibration) [19]. While the local dynamic susceptibility is
dominated by χ001ðEÞ for spin-wave energies below
∼100 meV, χ001ðEÞ and χ002ðEÞ become indistinguishable
for energies above 170 meV. For comparison, the dashed
green and red lines are the corresponding calculated local
dynamic susceptibilities using parameters obtained from fits
to spin waves in a twinned sample, which have different
χ001ðEÞ and χ002ðEÞ for all energies [13]. We see that the
Heisenberg Hamiltonian fails at all energies to describe
χ001ðEÞ and χ002ðEÞ in a detwinned BaFe2As2. In Fig. 1(e), this
is shownmore clearly in the energy dependence of magnetic
susceptibility anisotropy, defined asψðEÞ¼½χ001ðEÞ−χ002ðEÞ�=
½χ001ðEÞþχ002ðEÞ�. The anisotropy calculated from the
Heisenberg Hamiltonian is much larger than experimental
results at most energies, because spin excitations arise only
from (1,0) in this picture.
Figures 2(a)–2(i) reveal the energy and wave-vector

dependence of the spin excitations in detwinned
BaFe2As2 measured at T ¼ 7 K. Figures 2(a) and 2(c)
plot the background-subtracted spin-wave scattering for
Ei ¼ 81 meV projected in (Q, E) planes with Q along the
½1; K� and ½H; 0� directions, respectively. Sharp spin waves

(a)

(c)

(d)

(e)

(b)

FIG. 1. Summary of neutron-scattering results and theoretical
calculations of spin waves of detwinned BaFe2As2. (a) Spin
arrangement of Fe2þ in the FeAs plane and the definition of
the effective magnetic exchange couplings J1a, J1b and J2. The
pink area marks the AF unit cell of BaFe2As2. (b) Reciprocal
space of BaFe2As2 with twin domains. The green and red dots
mark the magnetic Bragg peak positions for twin domains.
The pink rectangular area is the AF Brillouin zone. The black
diamonds centered at (1,0) and (0,1) are the integration region
for calculating energy-dependent local dynamic susceptibility.
(c) Spin-wave dispersions of a detwinned BaFe2As2 extracted
from constant-energy cuts collected at T ¼ 7 K. The black
curves are obtained from a Heisenberg model (J1a-J1b-J2) fit
of twinned BaFe2As2 [13]. The background shows the spectral
weight from the RPA calculation (renormalized with z ¼ 0.7)
with U ¼ 1.02=z eV and J ¼ U=4 [19]. (d) Energy-dependent
local susceptibility χ00ðEÞ for AF Brillouin zones at (1,0) and
(0,1). The green and red dashed lines are spin-wave fits from a
Heisenberg Hamiltonian obtained from a twinned sample (with
arbitrary units) [13]. The green and red solid lines are from
MFþ RPA calculations, which were multiplied by 2.8 for
clear comparison. (e) Spin-wave anisotropy ψðEÞ. The purple
and black solid lines are calculated spin-wave anisotropy from
the Heisenberg Hamiltonian and MFþ RPA, respectively.
The blue line is a guide for the eye of the experimental data.
The vertical error bars in (c) and horizontal error bars in (d)
and (e) mark the integrating energy ranges. The vertical error
bar in (c) indicates a 1σ confidential interval for the fitting
of the momentum position. The ones in (d) and (e) originate
from the uncertainty of the scattered neutrons and the
propagation of the uncertainty for the calculation of χ00ðEÞ
and ψ , respectively.

PHYSICAL REVIEW LETTERS 121, 067002 (2018)

067002-2



are seen to originate from the AF ordering wave vectors
ð1; KÞ with K ¼ 0, �2 [Fig. 2(a)] and ð�1; 0Þ [Fig. 2(c)].
Similar projections around wave vectors ð0;�1Þ yield no
visible magnetic scattering at the expected twin-domain
positions, confirming the nearly 100% detwinning ratio of
the BaFe2As2 sample, as seen from Figs. 2(b) and 2(d).
Figures 2(e)–2(l) show the two-dimensional (2D) constant-
energy images of the spin excitations in the ðH;KÞ plane
at different energies. For spin-wave energies of E ¼
15.5� 2.5 meV [Fig. 2(e)], 48� 4 meV [Fig. 2(f)], and
61� 3 meV [Fig. 2(g)], we see clear spin-wave rings
stemming from QAF ¼ ð�1; 0Þ with essentially no observ-
able scattering from the twin-domain positions ð0;�1Þ.
For spin-wave energies at E ¼ 77� 9 meV [Fig. 2(h)],
97� 9 meV [Fig. 2(i)], and 127.5� 7.5 meV [Fig. 2(j)],
the spin modes split along the ½1; K� direction, and weak
spin excitations appear at the ð0;�1Þ positions. Upon
further increase of the energy to E ¼ 179.5� 11.5 meV
[Fig. 1(k)] and 223.5� 10.5 meV [Fig. 2(l)], we can no
longer identify any spin-wave anisotropy, and the excita-
tions exhibitC4 rotational symmetry as in a twinned sample.
To understand the data presented in Figs. 1 and 2, we

model the electronic degrees of freedom with 3d-Fe orbital
character by a multiorbital Hubbard model. The hopping
matrix elements describing the propagation of uncorrelated
electrons are taken from the five-orbital model in Ref. [20],
while the interaction Hamiltonian consists of intra- and
interorbital onsite repulsion aswell asHund’s coupling and a
pair-hopping interaction [19]. Within the framework of a
multiorbital Hubbard model, information about the mag-
netic fluctuations of the electronic system, as probed by
inelastic neutron scattering, can be extracted from the
electronic spin-spin correlation functions. Here, we deter-
mine these correlation functions within the random phase
approximation (RPA) that treats the electronic system as
composed of coherent quasiparticles and neglects self-
energy effects beyond the mean-field level in general, and

the incoherent (and potentially localized) electronic back-
ground in particular. The RPA correctly captures the stripe
spin-density wave (SDW) instability in the magnetic chan-
nel driven by Fermi surface nesting between the electron and
hole pockets [31]. The RPA also incorporates Landau-
damping effects of the magnetic excitations due to the
inclusion of decay into particle-hole pairs [32]. To account
for correlation effects beyond mean-field (MF) theory, we
include a phenomenological self-energy that describes both
uniform band renormalization and reduced quasiparticle
weight. The value of the renormalization factor z is then
determined by matching the bandwidth of magnetic exci-
tations to the experimental result. The MFþ RPA data
shown in Figs. 1 and 3 have been renormalizedwith z ¼ 0.7.
This value seems roughly consistent with orbitally averaged
estimates from dynamical mean-field theory (DMFT) [33]
(z ≈ 0.49) and slave-spin mean-field theory [34] (z ≈ 0.43)
calculations for BaFe2As2.
To correctly capture the Goldstone mode in the magnetic

channel when entering the AF phase (where we neglect the
spin-rotation-symmetry-breaking effects of spin-orbit cou-
pling that manifest only at energies less than ∼30 meV
[35–37]), we self-consistently stabilize a magnetic stripe
configuration [21,22] with a local moment parallel to a
within MF theory and by the RPA determine the magnetic
fluctuations in the AF ordered state [22,32,38–40]. In
presenting our results, we limit ourselves to the transverse
(with respect to a spin-quantization axis chosen parallel to
a) susceptibility. The longitudinal contributions give rise to
small quantitative correction only [19].
Figures 3(a)–3(l) show images of our RPA results at

identical energy and wave vectors to those of the experi-
ments in Figs. 2(a)–2(l). The calculated results capture the
emergence of the spin excitations at ð0;�1Þ and are in
reasonable agreement with magnon dispersion and the
global topology of the spectral weight distribution, as
shown in Figs. 1(c) and 3 [19]. Figures 2(a) and 2(c) show

(a) (b) (e) (f) (g) (h)

(c) (d) (i) (j) (k) (l)

FIG. 2. Projection of the magnetic scattering intensity (ðd2σ=dΩdEÞðki=kfÞ) onto energy and momentum planes. (a)–(d) Magnon
dispersions along the (a) ½1; K�, (b) ½H; 1�, (c) ½H; 0�, and (d) ½0; K� directions measured with Ei ¼ 81 meV. These four directions are
marked by red dashed lines in (h). (e)–(l) Constant-energy slices in the ½H;K� plane. (e) is measured with Ei ¼ 30 meV, (f),(g) with
Ei ¼ 81 meV, (h)–(j) with Ei ¼ 250 meV, and (k),(l) with Ei ¼ 450 meV. All the data in this figure were collected at T ¼ 7 K.
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an intensity maximum at ∼30 meV because of the L
modulation of the magnetic excitations, which were not
included in the calculation for Fig. 3. Within the RPA, the
description of the spin-wave anisotropy improves signifi-
cantly over the Heisenberg result, as seen from Fig. 1(e).
This consistency signals the importance of an itinerant
description of the magnetic degrees of freedom in iron
pnictides. While at low energies, Landau-damped spin
waves at ð�1; 0Þ dominate and render the spin excitation
spectrum C2 symmetric, the spin waves evolve into
particle-hole-like excitations for higher energies. The
presence of these transverse excitations at both ð�1; 0Þ
and ð0;�1Þ eventually renders the high-energy part of the
spectrum C4 symmetric and gives rise to a characteristic
drop in the spin-wave anisotropy that cannot be described
by the Heisenberg model.
While the standard RPA approach is known to yield a

too-small spectral weight (that translates to a too-small
fluctuating moment) compared to experiments, we achieve
qualitative agreement for the shape of the magnetic
excitation spectrum by employing a phenomenological
renormalization factor z, as can be seen in Fig. 1(c). We
note that we cannot cure the notorious problem of too-small
spectral weight in our RPA calculations by inclusion of a
renormalization factor z. There is, however, evidence from
work on another correlated itinerant system [41] that the
inclusion of vertex corrections is necessary to accurately
describe the overall intensity, while the fine structure of the
frequency- and momentum-dependent susceptibility is
determined by the particle-hole propagator.
In addition to spin waves, the spin-excitation anisotropy

ψðE; TÞ above TN in uniaxial-strained BaFe2As2 [17],
which is intimately connected to the electronic nematic
[42–45] and reflects the coupling between nematic sus-
ceptibility [25] and spin dynamics [17], has so far only been
studied at very low energies [17]. Here, we provide results
for the energy and temperature dependence of the spin-
excitation anisotropy in the paramagnetic state, which is

crucial for understanding the nature of the electronic
nematic phase [46].
Figure 4 summarizes the temperature and energy

dependence of ψðE; TÞ. Figure 4(a) shows the temperature
dependence of the spin-excitation anisotropy ψðE; TÞ
at energies of E ¼ 10.6� 2.8, 15.7� 2.3, 61� 3, and
97� 7 meV.With increasing energy, ψðE; TÞ disappears at
progressively lower temperatures, and essentially vanishes

(a) (b) (e) (f) (g) (h)

(c) (d) (i) (j) (k) (l)

FIG. 3. Theoretical MFþ RPA calculations of the magnetic scattering intensity as shown in Fig. 2 with U ¼ 1.02=z eV and Hund’s
coupling J ¼ 0.255=z eV (z ¼ 0.7). The intensity for magnetic scattering in this figure is obtained from χ00ðq;ωÞ calculated using
MFþ RPA, taking into account magnetic form factor, Bose factor, etc. [19]. To facilitate the comparison, the intensity from calculation
was multiplied by a factor of 2.8.

(a)

(b)

FIG. 4. Temperature and energy dependence of the nematic
spin correlations of uniaxial-strained BaFe2As2. (a) Temperature
dependence of the spin-excitation anisotropy (ψ ) between (1,0)
and (0,1) for energy transfers of 10.6� 2.8, 15.7� 2.3, 61� 3,
and 97� 7 meV. (b) ψ as a function of energy transfer measured
at various temperatures from 7 K to 197 K. The solid line marks
the anisotropy for 7 K as shown in Fig. 1(e). The dashed lines in
(a) and (b) are guides to the eye.
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above TN at E ¼ 97� 7 meV. Figure 4(b) shows the
energy dependence of ψðE; TÞ at temperatures below
and above TN . At temperatures 7 K and 135 K (<TN),
the spin waves are anisotropic up to E ≈ 160 meV. Upon
warming up to 140 K, 145 K, 155 K, 170 K, and 197 K, the
energies of spin-excitation anisotropy decrease gradually
with increasing energy and become isotropic at 197 K.
These results set an upper limit for the characteristic
temperature for the nematic spin correlations, as well as
the energy scale of the spin excitations affected by the
structural nematic susceptibility [25].
In the paramagnetic phase, the MFþ RPA calculation

gives qualitatively similar results to DFTþ dynamical
mean-field theory (DMFT) calculations [6,27,47,48],
where correlation effects are taken into account on a
microscopic level. Since it is challenging to calculate spin
waves in the AF ordered state of iron pnictides using
DFTþ DMFT, the MFþ RPA approach allows us to
explore the evolution of the spin waves to the paramagnon-
like excitations across the AF transition. It turns out,
however, that the RPA calculation in the paramagnetic
state significantly underestimates the temperature and
energy scale of the nematic spin correlations. We attribute
the failure of the paramagnetic RPA calculation to capture
the observed spin-excitation anisotropy ψ to neglecting the
feedback of the temperature-dependent nematic order
parameter onto both the electronic states and the spin
excitations. Correspondingly, the nematic order parameter
obtains a finite value even above Ts and therefore can affect
both electronic and magnetic properties. Within a spin-
nematic scenario [49], the paramagnon gap at, e.g., ð�1; 0Þ
will decrease, while it will increase at ð0;�1Þ. The nematic
order will thereby increase the spin-excitation anisotropy
compared to our paramagnetic RPA calculation and provide
a characteristic temperature dependence.
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